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Abstract- Weighted prediction (WP) is a tool to compensate In section II, we would first review some weight parame-
the brightness difference in video sequences with brightness ters determination methods and later discuss the challenges
variations. In this paper, some weight parameter determination in hardware implementation in section III. We will present
methods are surveyed, and a weighted prediction algorithm
together with the hardware architecture design is proposed. The our scheme and the execution flow together with hardware
main idea of the algorithm is to limit the number of weight architecture in section IV. Simulation results and conclusion
parameters transmitted by quantizing the parameter into levels will be given in section V and VI respectively.
and using only offset as the parameter. As a result, the extra
parameters sent in each slice header is thus limited by the number II. SURVEY OF WEIGHTED PREDICTION METHODS
of levels, and the parameter determination process requires much
less computations. By further utilizing sub-sampling of brightness The proces igted prediction inhvbrid videocoding
levels and estimated offset sum, a simplified architecture is also can be divided into three parts. Survey and analysis on the
proposed. Simulation result shows that the later architecture methods proposed by some papers is discussed below.
achieves a coding gain of about 0.5dB over weighted prediction
method in JM9.6 [1] and has a minimum overhead to hardware A. Brightness Variation Detection
implementation. In [2], the input is tested against the reference frames

I. INTRODUCTION based on cross-entropy between them and decide whether
In coding video sequences with change of ambient light, or not brightness variation model will be applied. In [3],

change of light source, fade-in/out, camera-iris adjustment, the algorithm calculate the histogram difference for variation
camera flash ... etc, the variation of light intensity glob- detection. Weighted prediction will be applied only in frames
ally or locally between the current frame and the reference which brightness variation is detected.
frame would introduce inaccuracy to the motion estimation in
video coding. This has a negative effect on the compression
efficiency and bit-rate in particular applications like video In H.264 reference software JM9.6, only the scaling factor
conference and video capturing in mobile devices. is determined by calculating the reference frame to current

Weighted prediction (WP) is a tool to compensate the frame average brightness ratio. In [4], [3], [5], the optimal
brightness difference so that the reference frame is more weight parameter is determined by evaluating the set of
strongly correlated to the current frame after applying a set of linear parameter (weight, offset) that could give the minimum
multiplicative weight with an additive offset. When performing MSE (minimum square error) between the current and WP
motion estimation in video with brightness variation, WP can compensated frame. Other two modes of linear transforms,
assist in uncovering the best candidate even though the best scale only and offset only are discussed in [6].
candidate might not have a minimum cost of SAD (sum of
absolute difference). More accurate motion estimation and
smaller residue can be obtained at the expense of higher The scaled reference frames are stored in another array
complexity in the encoder and extra headers transmitted. which is used in motion estimation for more accurate result in
H.264/AVC is the first international standard to include H.264 reference software JM9.6 and [2]. This method is frame

weighted prediction tool in the Main, Extended and High to frame based, and can not handle brightness variations that
Profiles. The weighted prediction flow includes an estimation happen spatially across an image sequence efficiently.
Of a set of weight parameter with a multiplicative weight In [3], [5], it is adaptive in whether to apply weighted
and an additive offset. There are two modes of weighted prediction to certain macroblocks when there is variation that
prediction in H.264, the explicit mode and the implicit mode. happens spatially. Although this model could perform well
The determination of WP parameters is outside the scope of in software environment, the brightness variation detection
the H.264 specification. step proposed is difficult to apply to macroblock-pipeline

In this paper, a scheme in determining the weight parameters based hardware architectures. For spatial brightness variations
which is suitable for hardware implementation is proposed. having many brightness difference levels across the sequence,
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Figure 1 shows the flow of the proposed weighted prediction
adaptively choosing to apply a single set of weight parameter scheme. This approach is based on the full search block-
or not applying to individual macroblocks may not be enough. matching algorithm (FSBMA) for motion estimation of MBs
A larger set of weighted parameters will be needed to model with variable block sizes as presented in [7].
the above situation. The high computational complexity makes In the process of motion estimation, a 16x16 current block
it expensive to implement in real-time hardware design. and a 16x16 reference block is loaded in a 256-Byte SRAM

module and a 256 shift-register file respectively. By shifting
IIIthALLeNGEmodNs HARDWarEiMPleMENTATSithe shift-register file array, different 16x16 MBs iS loaded in

After the above analysis, we could find that the difficulties each cycle for motion estimation.
in finding the best weight prediction compensated candidate The quantization levels for offset are showed in figure 2(a),
and the optimal WP parameter in video coding would be the and they can be dynamically updated. These range levels
large computations in finding the best candidate in motion are chosen for applications with moderate (but not abrupt)
estimation and simultaneously considering the brightness van- brightness variations between frames.
ation with weighted prediction. For hardware implementation, On one path of the flow in figure 1, the absolute difference
motion estimation is already the most computational intensive values of all pixels are added together in a multi-level 2-D
part and iterative algorithms would be impractical in real-time adder tree that will give the SADs for variable block sizes of
applications. 4x4, 4x8, 8x4, 8x8, 8x16, 16x8 and 16x16 simultaneously[7]o.
On the other hand, the extra bits in transmitting the weight On the other path, the difference levels from all pixels are

parameters could diminish the gain from smaller residue and analyzed for the four 8x8 MB-partitions and the most frequent
accurate prediction if the levels and numbers of weighted level is chosen for each of the four WP offsets if its frequency
parameters transmitted are not carefully controlled. For vani- is higher than a preset threshold.
ationstha appear non-unifrmly cossnthewhole frame, a There is a total of 9 modes of weighted prediction which
large number weight parameters are required and thus the consists of four 8x8, two 8x16, two 16x8 and one 16x16 modes
effectiveness in applying WP tool will be reduced. as shown in figure 2(b). After obtaining the four 8x8 WP

offsets for the 16x16MB, we can calculate the 9 modes of
motionestimationisalready PE emENtA SCHEMEationaline SAD-WP slmultaneously in another multi-level 2-D adder tree
The goal of our design is to find a method for determination or by an approximation of SAD-WP that will be described

of a coarse WP parameter which can obtain moderate gain later. Further mode decision and rate-optimization strategy is
in handling video with brightness variation. The hardware possible using the 41 SADs and 9 SAD-WP obtained, andthis
implementation of the algorithm should be cost effective in process is not discussed in this paper.
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;.............quantizationlevels when handling multiple reference frames,
lbit x 64 lbit x 64 4 sets of lbit x 64 lbit x 64 although it is not studied in this paper.
N-0 N-0 (11 units L -0 N-0 After the processing by the 256 PE array, the 11 offset levels

t7l Multi-operand adders) from 256 pixels are feed into multi-operand adders. Multi-
Find (Max frequency) level and operand adders are divided into 4 sets of 8x8 size. Each set

Calculate quantized offsets for j=1 to 4 contains 11 units of lbit x 64inputs (or lbit x 32inputs for

j=l,zS =28 jsub-sampled case) multi-operand adders. These 4 sets are usedi=1 j=2 j=3 j=4
to calculate the offset level of the four 8x8 MB-partition. The

(Ri - Offset j) - Ci 8
JRi-C_Ii- most frequent level will be taken as the offset value for the8

9, 6, 5 or 4 SAD_wp 41 SAD block if the frequency is higher than a threshold of 32 (or 16 in
values for 8x8 to 16x16 =2_ / values for/ /usings four (8x8) sets of 4x4 to sub-sampled case). Otherwise an offset of 0 (no WP) will beusing four (8x8) sets of ' 4x4 to

WP offset 16x16 applied. This is illustrated in figure 2(d). Nine different SAD-
WP is produced only when the four offset values of each 8x8

Fig. 4. Circuit diagram of the first architecture. MB-partition is the same. For 16x16 MB having 2 different
8x8 offset values, 6 SAD-WP is produced, 5 and 4 SAD-WP
is produced for 3 and 4 different 8x8 offset values respectively.

This algorithm canbe further refine by using the fac After obtaining the absolute differences for each pixel, the
that brightness difference levels usually have a low spatial 41 SAD values are calculated in one of the multi-level adder
frequency. Sub-sampling on a 2 to 1 pixel basis will be enough th SAD-WP are calculated in another
for sampling brightness difference levels in finding the WP
Offset for each block. Figure 2(c) shows the sub-sampling ade-r.

offset for each bxlock.
.

Figureb2(c)-shows theld resulti 2) About the Second Architecture Implemented: The second
spamaicfo creaseinareahx MB.hSub-samplingd coul uimin. a architecture is designed for smaller area and faster implemen-

tation with a minor degrade in quality (weighted prediction
B. Hardware Architecture accuracy). Instead of using a separate 2-D multi-level adder
Two different architectures are proposed in the implemen- tree for calculating the SAD-WP for weighted prediction, only

tation of the above mentioned algorithm. Their design will be one adder tree is used to calculate both SAD and SAD-WP
discussed in the following. simultaneously. The estimated SAD-WP is calculated using the

1) About the First Architecture Implemented. The first side information of number of positive and negative results in
architecture is shown in figure 4. In processing each 16x16 pixel subtraction in the pixel PB as shown in figure 3 and the
motion estimation block, calculation of absolute difference and calculation is given by
the quantization of the absolute difference into offset levels for
each pixel are performed in the same PB unit. The architecture OffsetSum =(no.positive -no.negative) x Offset
of a PB which performs offset level calculation and a PB A w A ffstu
which do not are shown in figure 3. The pixel differences SD p SD-O stu
are compared with the 12 range registers for quantization into The SAD and SAD-WP values are obtained in one adder
11 levels. Range registers are shared among all pixels and the tree as shown in figure 5.
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Fig. 6. The test sequence 'rabbit' used in the simulation.

Fig. 7. Simulation result for the proposed architectures.

V. SIMULATION RESULTS

Simulation is performed in the modified H.264 reference picture is used in this algorithm. Hardware architectures are
software JM9.6 that support multiple reference-picture indices. presented base on the above algorithm and the performance is
The objective is to enable MBs in the same picture to use compared.
different weighting parameters even when predicted from the The simulation result reveals that the proposed architectures
same reference picture [8]. The GOP structure is IBBPBB and perform about 0.5 dB better than the weighted prediction
the JM quantization parameters QP tested are 28, 32, 36 and method as in JM9.6. It also shows that the second architecture
40. with sub-sampling of brightness level and approximated SAD-

In order to simulate the performance in particular applica- WP would be the more efficient hardware to be implemented,
tions like video conferencing and video capturing in mobile although it has a minor 0.04dB PSNR lower than the first
devices, a self recorded short video sequence "rabbit" fig architecture.
6, is used[9]. The sequence has a 320x240 resolution and Further investigation will be performed on the using of
some translational motion of a character moving before a different level boundaries by loading different values into
background photo. The lighting is adjusted by a dimmer range registers. Efficient architecture using a scale and offset
lamp and the video shows continuous variations of brightness will also be evaluated. An implementation of the architecture
temporally and spatially. with the motion estimation module will be performed in an

The simulation results are shown in the rate-distortion ASIC environment in the future.
curve in figure 7. The proposed architectures of the first and
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